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Full course, 10 weeks

This course introduces students to machine learning methods and modern data mining tech-
niques, with an emphasis on practical issues and applications.
Prerequisite Knowledge

Learners should have basic experience with the R pro-gramming language (e.g. data management and plotting).
Intended Learning OutcomesBy the end of this course learners will be able to:

apply and interpret methods of dimension reductionsuch as principal component analysis and the biplot;apply and interpret classical methods for clusteranalysis;apply and interpret a wide range ofmethods for clas-

sification;explain and interpret ROC curves and performancemeasures such as AUC.fit support vector machines to data;Assess predictive ability objectively.
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Syllabus

Week 1 (sample material)Dimension reduction in dataPrincipal Component Analysis(PCA)Performing PCA in R and inter-preting its output
Week 2Interpreting bivisualisation plotPrincipal Component regression
Week 3ClassificationOverfittingK-nearest neighbours
Week 4Tree based modelling,baggingand random forestsApplying tree based modelling,bagging andrandom forests in R
Week 5Support vector machines (SVMs)Implementing linear SVMs in RKernelised SVMs

Mid-term week break

Week 6Peer assessment
Week 7Introduction to Model-BasedClassificationLinear Discriminant Analysis andFisher’s Discriminant Analysis
Week 8Quadratic and Mixture ModelDiscriminant AnalysisGenerative vs. DiscriminativeClassification Models
Week 9Cluster analysisReading dendogramsChoosing the number of clusters
Week 10Partitioning cluster analysisK-means clusteringPerforming k-means clustering inR and interpreting its output

“The content is very interesting. The
different ways of examination

provided an excellent challenge.”

Online Learning
• Weekly live sessions with tu-tor(s)• Weekly learning material(reading material, videos,exercises with model answers)• Bookable one-to-one sessionswith tutor(s)

Textbooks
Hastie, T & Tibshirani, R & Fried-man, J (2009) Elements of statis-tical learningSmola, A & Vishwanathan, S.V.N(2008) Introduction to machinelearning

Assessment
(for credit only)
This will typically be made up of 4
pieces of assessment, including an
online quiz, an individual project, an
oral assessment and a peer assess-
ment.

SoftwareTo take our courses please use an up-to-date version of a standard browser (such asGoogle Chrome, Firefox, Safari, Internet Explorer or Microsoft Edge) and a PDF reader(such as Acrobat Reader). Learning material will be distributed through Moodle. Weencourage all learners to install R and RStudio and we provide detailed installation in-structions, but learners can also use free cloud-based services (RStudio Cloud). Learnersneed to install Zoom for participating in video conferencing sessions. We recommendthe use of a head set for video conferencing sessions.
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